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I keep another number $d<n$ secret. It has the property that $c^{d} \bmod n=m^{e d} \bmod n=m$ and I then have the message $m$.

The mathematics behind this is the subject of this lecture. It is possible to deduce $d$ from $n$ and $e$, but only if $n$ can be factored. This is a well-known difficult problem.
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The existence of the $e$ and $d$ that satisfy $m^{e d} \bmod n=m$ requires $n$ to have a special form: it must be a product of distinct primes. These primes must be large, for security, so the system specifies $n=p q$ for two large primes $p$ and $q$.
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It turns out there are ways to test whether a number is prime without trying to eliminate all possible factorizations. Since obtaining $p$ and $q$ has to be done only once (e.g., when you install your browser) it doesn't matter too much if it takes a little time. So typically they are found by randomly selecting numbers in an appropriate range of sizes and testing them for primality until two primes are found.

There are some other concerns besides size and primality. The two primes cannot be too close to each other. They also shouldn't match what others have chosen.

A more thorough coverage of the RSA system can be found on Wikipedia:
https://en.wikipedia.org/wiki/RSA_(cryptosystem)
Coverage of primality testing can be found at https://en.wikipedia.org/wiki/Primality_test
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A quantum computer, should one ever be developed for practical use, could theoretically quickly factor almost any size number.

There are attacks on RSA that involve the special nature of some messages. Other parts of the RSA system (e.g. scrambling $m$ ) are designed to avoid such attacks.

