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## Definition (Norm)

We write $\|\mathbf{x}\|=\left(\mathbf{x}^{T} \mathbf{x}\right)^{1 / 2}$ and call this the norm of $\mathbf{x}$.
In terms of coordinates $\|\mathbf{x}\|=\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right)^{1 / 2}$.

1. The scalar product of $\alpha \mathbf{x}$ and $\beta \mathbf{y}$ is $(\alpha \mathbf{x})^{T}(\beta \mathbf{y})=\alpha \beta\left(\mathbf{x}^{T} \mathbf{y}\right)$
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Thus, $x_{1}=-5 x_{3}$ and $x_{2}=-2 x_{3}$ and so the vectors $\left(\begin{array}{c}-5 \alpha \\ -2 \alpha \\ \alpha\end{array}\right)$ are orthogonal to $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$, for any choice of $\alpha$.
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## Definition (Orthogonal complement)

If $S$ is a subspace of $\mathbb{R}^{n}$ then the orthogonal complement of $S$ is the set of all vectors that are orthogonal to every vector in $S$. We denote this set $S^{\perp}$. Formally:
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## Theorem (Dimension sum)

If $S$ is a subspace of $\mathbb{R}^{n}$ then $\operatorname{dim} S+\operatorname{dim} S^{\perp}=n$. Furthermore, if $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right\}$ is a basis for $S$ and $\left\{\mathbf{x}_{r+1}, \ldots, \mathbf{x}_{n}\right\}$ is a basis for $S^{\perp}$, then $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ is a basis for $\mathbb{R}^{n}$.
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If $S$ is a subspace of $\mathbb{R}^{n}$ then every vector $\mathbf{x}$ in $\mathbb{R}^{n}$ can be written uniquely as a sum $\mathbf{x}=\mathbf{u}+\mathbf{v}$ with $\mathbf{u} \in S$ and $\mathbf{v} \in S^{\perp}$.
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$$
\left(\begin{array}{lll}
2 & 1 & 0 \\
2 & 0 & 1 \\
4 & 1 & 1
\end{array}\right) \xrightarrow{6 \mathrm{EROs}}\left(\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right) \text { i.e. }\left\{\begin{array}{r}
x_{1}+(1 / 2) x_{3}=0 \\
x_{2}-x_{3}=0
\end{array}\right.
$$

Then $\mathcal{N}\left(A^{T}\right)$ is spanned by one vector $\left(\begin{array}{c}-1 / 2 \\ 1 \\ 1\end{array}\right)$.
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If we want to see how close we have come, we find

$$
A \hat{\mathrm{x}}=\left(\begin{array}{c}
3.08 \\
0.94 \\
1.9
\end{array}\right)
$$

these values differ from $(3,1,2)^{T}$ by $(-0.08,0.06,0.1)^{T}$ which has norm $\sqrt{0.02} \approx 0.1414$
In any problem $A \mathbf{x}=\mathbf{b}$, the difference $r(\mathbf{x})=\mathbf{b}-A \mathbf{x}$ is called the residual vector assosiated to $\mathbf{x}$.

If we want to see how close we have come, we find

$$
A \hat{\mathrm{x}}=\left(\begin{array}{c}
3.08 \\
0.94 \\
1.9
\end{array}\right)
$$

these values differ from $(3,1,2)^{T}$ by $(-0.08,0.06,0.1)^{T}$ which has norm $\sqrt{0.02} \approx 0.1414$
In any problem $A \mathbf{x}=\mathbf{b}$, the difference $r(\mathbf{x})=\mathbf{b}-A \mathbf{x}$ is called the residual vector assosiated to $\mathbf{x}$. The least squares solution is a vector $\hat{\mathbf{x}}$ that gives the residual vector the smallest possible norm.
Using the method of least squares to get vectors orthogonal to a subspace.

If we want to see how close we have come, we find

$$
A \hat{\mathrm{x}}=\left(\begin{array}{c}
3.08 \\
0.94 \\
1.9
\end{array}\right)
$$

these values differ from $(3,1,2)^{T}$ by $(-0.08,0.06,0.1)^{T}$ which has norm $\sqrt{0.02} \approx 0.1414$
In any problem $A \mathbf{x}=\mathbf{b}$, the difference $r(\mathbf{x})=\mathbf{b}-A \mathbf{x}$ is called the residual vector assosiated to $\mathbf{x}$. The least squares solution is a vector $\hat{\mathbf{x}}$ that gives the residual vector the smallest possible norm.
Using the method of least squares to get vectors orthogonal to a subspace.
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If $S$ is a subspace of $\mathbb{R}^{n}$ and $\mathbf{b}$ is a vector in $\mathbb{R}^{n}$, we know that there exist unique vectors $\mathbf{u} \in S$ and $\mathbf{v} \in S^{\perp}$ such that $\mathbf{b}=\mathbf{u}+\mathbf{v}$. The method of least squares allows us to find them.
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Now $S$ is the column space of the $4 \times 2$ matrix $A$ below and we need the least squares solution of
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\left(\begin{array}{rr}
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1 & 1 \\
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\end{array}\right)
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Multiplying by $A^{T}$ we get
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Multiplying by $A^{T}$ we get

$$
\left(\begin{array}{ll}
6 & 5 \\
5 & 9
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{4}{1}
$$

which has solution $\hat{\mathbf{x}}=(31 / 29,-14 / 29)^{T}$. Then $\mathbf{u}=A \hat{\mathbf{x}}=(31 / 29,17 / 29,34 / 29,28 / 29)^{T}$
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Every nonzero subspace of $\mathbb{R}^{n}$ has a basis that is orthonormal.

## Theorem (Formula for the projection)

Let $S$ is a subspace of $\mathbb{R}^{n}$ and let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ be an orthogonal basis for $S$. If $\mathbf{v}$ is any vector in $\mathbb{R}^{n}$ and $\mathbf{p}$ the element of $S$ that is closest to $\mathbf{v}$, then

$$
\mathbf{p}=\sum_{j=1}^{r} \frac{\mathbf{v}^{T} \mathbf{v}_{j}}{\mathbf{v}_{j}^{T} \mathbf{v}_{j}} \mathbf{v}_{j}
$$

Notice that each term in the sum $\sum_{j=1}^{r} \frac{\mathbf{v}^{T} \mathbf{v}_{j}}{\mathbf{v}_{j}^{T} \mathbf{v}_{j}} \mathbf{v}_{j}$ has the same formula as the vector projection of $\mathbf{v}$ onto $\mathbf{v}_{j}$. We will call $\mathbf{p}$ the projection of $\mathbf{v}$ onto $\operatorname{Span}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right)$.
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One way to create an inner product is to produce a linear one-to-one correspondence from $V$ to a vector space that already has an inner product.
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One way to create an inner product is to produce a linear one-to-one correspondence from $V$ to a vector space that already has an inner product.
$\mathbb{R}^{n}$ can have inner products different from the scalar product.

There are many vector spaces with a type of product similar to the scalar product in $\mathbb{R}^{n}$.

## Definition (Inner product)

If $V$ is a vector space, then an inner product is an operation that assigns, to any pair of vectors $\mathbf{x}$ and $\mathbf{y}$ in $V$ a real number, denoted $\langle\mathbf{x}, \mathbf{y}\rangle$, satisfying

1. $\langle\mathbf{0}, \mathbf{0}\rangle=0$, and if $\mathbf{x} \neq \mathbf{0}$ then $\langle\mathbf{x}, \mathbf{x}\rangle>0$.
2. $\langle\mathbf{x}, \mathbf{y}\rangle=\langle\mathbf{y}, \mathbf{x}\rangle$, for every $\mathbf{x}, \mathbf{y}$ in $V$
3. $\langle\alpha \mathbf{y}+\beta \mathbf{z}, \mathbf{x}\rangle=\alpha\langle\mathbf{y}, \mathbf{x}\rangle+\beta\langle\mathbf{z}, \mathbf{x}\rangle$, for every $\mathbf{x}, \mathbf{y}, \mathbf{z}$ in $V$ and every $\alpha, \beta$ in $\mathbb{R}$.

A vector space with an inner product defined on it is called an inner product space.
One way to create an inner product is to produce a linear one-to-one correspondence from $V$ to a vector space that already has an inner product.
$\mathbb{R}^{n}$ can have inner products different from the scalar product. If $A$ is any invertible $n \times n$ matrix, then

$$
\langle\mathbf{x}, \mathbf{y}\rangle=(A \mathbf{x})^{T} A \mathbf{y}=\mathbf{x}^{T} A^{T} A \mathbf{y}
$$

is an example of an inner product.

Definition (Induced norm)
If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$. This is called the norm induced by this inner product.
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## Definition (Induced norm)

If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$. This is called the norm induced by this inner product.

## Definition (Orthogonal)

If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then we say $\mathbf{x}$ is orthogonal to $\mathbf{y}$ if $\langle\mathbf{x}, \mathbf{y}\rangle=0$. and we express this by $\mathbf{x} \perp \mathbf{y}$.

## Theorem (Pythagorean Formula)

If $\mathbf{x} \perp \mathbf{y}$ then $\|\mathbf{x}+\mathbf{y}\|^{2}=\|\mathbf{x}\|^{2}+\|\mathbf{y}\|^{2}$.

## Theorem (Cauchy-Schwarz Inequality)

For any $\mathbf{x}$ and $\mathbf{y}$ in an inner product space,

$$
|\langle\mathbf{x}, \mathbf{y}\rangle| \leq\|\mathbf{x}\|\|\mathbf{y}\|
$$

## Theorem (Triangle Inequality)

For any pair of vectors $\mathbf{x}$ and $\mathbf{y},\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.
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## Theorem (Triangle Inequality)

For any pair of vectors $\mathbf{x}$ and $\mathbf{y},\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.
This allows us to express the distance between vectors by $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|$ Here is an example of an inner product for $\mathcal{P}_{3}$. Define

$$
\langle p, q\rangle=p(0) q(0)+p(1) q(1)+p(-1) q(-1) .
$$

## Theorem (Triangle Inequality)

For any pair of vectors $\mathbf{x}$ and $\mathbf{y},\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.
This allows us to express the distance between vectors by $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|$ Here is an example of an inner product for $\mathcal{P}_{3}$. Define

$$
\langle p, q\rangle=p(0) q(0)+p(1) q(1)+p(-1) q(-1)
$$

In this inner product space, the polynomials $x$ and $x^{2}$ are orthogonal to each other. Also the constant polynomial 1 is orthogonal to $x$ but not to $x^{2}$. Exercise: $1-x^{2}$ is orthogonal to both $x$ and $x^{2}$.

## Definition (Scalar/vector projection)

For vectors $\mathbf{x}, \mathbf{y}$ in $V, \mathbf{y} \neq \mathbf{0}$, the scalar projection of $\mathbf{x}$ onto $\mathbf{y}$ is

$$
\alpha=\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{y}\|}
$$

## Definition (Scalar/vector projection)

For vectors $\mathbf{x}, \mathbf{y}$ in $V, \mathbf{y} \neq \mathbf{0}$, the scalar projection of $\mathbf{x}$ onto $\mathbf{y}$ is

$$
\alpha=\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{y}\|}
$$

and the vector projection of $\mathbf{x}$ onto $\mathbf{y}$ is

$$
\mathbf{p}=\alpha \frac{1}{\|\mathbf{y}\|} \mathbf{y}=\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\langle\mathbf{y}, \mathbf{y}\rangle} \mathbf{y}
$$

## Definition (Orthogonal/orthonormal set)

A set $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ is said to be orthogonal if $\mathbf{v}_{i} \perp \mathbf{v}_{j}$ for each $i \neq j$. If it is orthogonal and $\left\|\mathbf{v}_{j}\right\|=1$ for each $j$, we call it orthonormal.
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Here is an example. Find the projection matrix for the span of
$\mathbf{v}_{1}=\left(\begin{array}{l}1 \\ 2 \\ 2\end{array}\right), \mathbf{v}_{2}=\left(\begin{array}{r}0 \\ -1 \\ 1\end{array}\right)$.
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Here is an example. Find the projection matrix for the span of
$\mathbf{v}_{1}=\left(\begin{array}{l}1 \\ 2 \\ 2\end{array}\right), \mathbf{v}_{2}=\left(\begin{array}{r}0 \\ -1 \\ 1\end{array}\right)$.
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These are orthogonal, but not orthonormal, so we normalize them:

$$
\begin{aligned}
& \mathbf{u}_{1}=\left(\begin{array}{l}
1 / 3 \\
2 / 3 \\
2 / 3
\end{array}\right), \mathbf{u}_{2}=\left(\begin{array}{c}
0 \\
-1 / \sqrt{2} \\
1 / \sqrt{2}
\end{array}\right), \text { and we get the projection matrix } \\
& P=U U^{T}=\left(\begin{array}{ccc}
1 / 3 & 0 \\
2 / 3 & -1 / \sqrt{2} \\
2 / 3 & 1 / \sqrt{2}
\end{array}\right)\left(\begin{array}{ccc}
1 / 3 & 2 / 3 & 2 / 3 \\
0 & -1 / \sqrt{2} & 1 / \sqrt{2}
\end{array}\right) \\
&=\left(\begin{array}{ccc}
1 / 9 & 2 / 9 & 2 / 9 \\
2 / 9 & 17 / 18 & -1 / 18 \\
2 / 9 & -1 / 18 & 17 / 18
\end{array}\right)
\end{aligned}
$$

Then $P \mathbf{v}=\left(\begin{array}{c}1 / 3 \\ 7 / 6 \\ 1 / 6\end{array}\right)$.

Then $P \mathbf{v}=\left(\begin{array}{c}1 / 3 \\ 7 / 6 \\ 1 / 6\end{array}\right)$. We can check our work (in part) by determining whether the difference $\mathbf{v}-P \mathbf{v}=\left(\begin{array}{r}2 / 3 \\ -1 / 6 \\ -1 / 6\end{array}\right)$ is orthogonal to both $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

