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Definition

An n X n matrix A is diagonalizable if it is similar to a diagonal matrix. A diagonal
matrix is a matrix D with zeros everywhere except possibly on the main diagonal (i.e.,
dy1,d22, ... ,dpy). Ais similar to D means that there is an invertible matrix S such
that D = S~1AS.

We have seen that this will happen if R™ has a basis consisting of eigenvectors of A. In
that case, the columns of .S are those eigenvectors and the main diagonal of D consists
of the corresponding eigenvalues (in the same order as the eigenvectors appear in S).

In fact, this case is the only way a matrix can be diagonalizable:

Theorem

An n X n matrix A is diagonalizable if and only if R™ has a basis consisting of
eigenvectors of A. It happens when the sum of the dimensions of the eigenspaces is n.
In that case the diagonal elements are the eigenvalues of A.
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If D=S"1AS then we have AS = SD.
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If D = S~'AS then we have AS = SD. If D is diagonal then we can calculate SD: it
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If D = S~'AS then we have AS = SD. If D is diagonal then we can calculate SD: it
is the matrix in which column j is column j of S multiplied by the entry d;; of D.

That is, if S = ( X1 X9 -+ Xp ],then SD = [ di1x1 dooXg -+ dpnXnp ]

Now AS is the matrix ( Axy Axy - Ax, ) Comparing these, if AS =S5D we
must have Ax; = dj;x;. Thatis, D = S~LAS can only be diagonal if the columns of
S are eigenvectors and the diagonal of D are eigenvalues.

Finally, for S to be invertible, its columns must be independent and so they are a basis
for R™.
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Example: Diagonalize the forllowing matrix A = [

0.7 0.2
0.3 0.8

|
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0.3 0.8
This means: find S and D where S is invertible, D is diagonal, and S~'AS = D.

. 2
Example: Diagonalize the forllowing matrix A = [ 0.7-0 ]
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0.3 0.8
This means: find S and D where S is invertible, D is diagonal, and S~'AS = D.
We already have the information needed to do this:

(-1 2 (12 0
s[ 13],andD[ / 1]

. 2
Example: Diagonalize the forllowing matrix A = [ 0.7-0 ]
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_ _ ) i 0.7 0.2
Example: Diagonalize the forllowing matrix A = [ 03 08 ]

This means: find S and D where S is invertible, D is diagonal, and S~'AS = D.

We already have the information needed to do this:

(-1 2 (12 0
s[ 13],andD[ / 1]

To check this, find S~ and check that D = S~ AS:
—3/5 2/5 0.7 0.2 -1 2 _ —3/5 2/5 —-0.5 2
1/5 1/5 ) | 0.3 08 13 )= 15 15 0.5 3

(%)
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Example: Diagonalize the following matrix, or else prove it is not diagonalizable:

1 1 -1
A= 0 2
-1 1
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Example: Diagonalize the following matrix, or else prove it is not diagonalizable:

11 -1
A= 02 0
-1 1 1
First step: find the eigenvalues.
1—A 1 1
0 2-X 0 |=C2-NMNA=-N?=D=2-1N)\-2)
1 1 1-—A

Equating this to 0 we get two roots: A = (0 and a double root \ = 2.
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Second step: Find the eigenspaces.

A-2]= 0
1

5 EROs
S

S O =

o = O

o O
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Second step: Find the eigenspaces.
-1 1 1 1 0 —1

A-2r=| 0 0 o | 2% o 1 o

1 1 -1 00 0

The equations this gives are 1 = x3 and x2 = 0. The eigenspace is therefore

Q 1
0 aeR with basis 0
«

[u—
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The eigenspace for A =0

A—-0I =

1
0
1

1
2
1

_ 0 -

3 EROs
IR

S O =

S = O

o O =
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The eigenspace for A =0

111 10 1
A—ol=]02 0] 2ER% 10 1 0
111 00 0

The equations this gives are 1 = —z3 and xo2 = 0. The eigenspace is therefore

e -1
0 aeR with basis 0

o 1
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The eigenspace for A =0

111 1 01
A—or=[o0o2 0| 2% o1 0
1 11 0 00
The equations this gives are 1 = —z3 and xo2 = 0. The eigenspace is therefore
0 a€eR with basis 0
o 1

This matrix is not diagonalizable because the only two eigenspaces have dimension 1
each for a total of 2.
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The eigenspace for A =0

111 1 01
A—or=[o0o2 0| 2% o1 0
1 11 0 00
The equations this gives are 1 = —z3 and xo2 = 0. The eigenspace is therefore
0 a€eR with basis 0
o 1

This matrix is not diagonalizable because the only two eigenspaces have dimension 1
each for a total of 2.

There is one special case where a matrix is assured to be diagonalizable: when there
are as many different eigenvalues as the dimension.

This is because each eigenspace has dimension at least one, and in this case there will
be n eigenspaces.
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