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Some examples of orthonormal sets and orthogonal matrices
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Some examples of orthonormal sets and orthogonal matrices

The set B = [ul = [

basis in R2.
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Some examples of orthonormal sets and orthogonal matrices

The set B = [ul = [ g;; ] Uy = [ g@ ” is an orthonormal
basis in R2.

3
If we take any other vector, for example x = [ 1 ] ,
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Some examples of orthonormal sets and orthogonal matrices

The set B = [ul = [ g;; ] Uy = [ g@ ” is an orthonormal
basis in R2.

If we take any other vector, for example x = [

X = (xTul)ul + (XTUQ)UQ = \/5111 — 2\/§UQ.

1 ] , We can write
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Some examples of orthonormal sets and orthogonal matrices

The set B = [ul = [ g;; ] Uy = [ g@ ” is an orthonormal
basis in R2.

If we take any other vector, for example x = [ ] , We can write

-1
x = (xTu))u; + (xTug)ug = V2 u; — 22 uy. That is,
_( V2
x| = [ W) ]
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Some examples of orthonormal sets and orthogonal matrices
V2/2 —/2/2 .
Th = = = h I
eset B [ul [ \@/2 , Ug \/5/2 is an orthonorma

basis in R2.

-1
x = (xTu))u; + (xTug)ug = V2 u; — 22 uy. That is,

x]p = [ \2/\% ]

Moreover, @) = [ g;; _gg ] is an orthogonal matrix

If we take any other vector, for example x = [ ] , We can write
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Some examples of orthonormal sets and orthogonal matrices

The set B = [ul = [ g;; ] Uy = [ g@ ” is an orthonormal
basis in R2.

If we take any other vector, for example x = [ ] , We can write

-1
x = (xTu))u; + (xTug)ug = V2 u; — 22 uy. That is,
_( V2
x| = [ W) ]

Moreover, @) = [ g;; _gg ] is an orthogonal matrix and

_ V2/2 V2/2 ) . ..
QT = [ V22 V32 ] is its inverse.
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: : : cosf) —sinf
If 6 is any angle, then the rotation matrices Ry = . are
sin 6 cos 6

all orthogonal matrices.
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: : : cosf) —sinf
If 6 is any angle, then the rotation matrices Ry = . are
sin 6 cos 6

all orthogonal matrices.

A three-dimensional example:
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cos —sinf
are

If 0 is any angle, then the rotation matrices Ry = )
y ang 0 sin 6 cosf

all orthogonal matrices.

A three-dimensional example:

1 1 1
Here is an orthogonal set: vi= | 1 | ,vo = 1 ],vs=1] -1
—1 0
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cos —sinf
are

If 0 is any angle, then the rotation matrices Ry = )
y ang 0 sin 6 cosf

all orthogonal matrices.

A three-dimensional example:

1 1 1
Here is an orthogonal set: vi= | 1 | ,vo = 1 ],vs=1] -1
2 -1 0

Therefore, B = [uy = (1/vV6)vi,uz = (1/v3)va,uz = (1/v2)vs] is an
orthonormal basis and
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cos —sinf
are

If 0 is any angle, then the rotation matrices Ry = )
y ang 0 sin 6 cosf

all orthogonal matrices.

A three-dimensional example:

1 1 1
Here is an orthogonal set: vi= | 1 | ,vo = 1 ],vs=1] -1
2 -1 0

Therefore, B = [uy = (1/vV6)vi,uz = (1/v3)va,uz = (1/v2)vs] is an
orthonormal basis and

1/V6  1/vV3  1/V2
Q=1 1/v6 1/V3 -1/v2
2/v/6 —1//3 0

is an orthogonal matrix.
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Taking any vector, for example v =
ulv
Vs =QTv=[ ulv

1

we get

5/v6

= 2/\/3

1/V2
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Taking any vector, for example v =

ulv
Vs=Q"v=] ujv

T
usv

The projection matrix

we get

5/v6

=1 2/V3

1/V2
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Taking any vector, for example v= | 1 | we get

ulTv 5/\/6
Vg=Q'v=| ulv | =] 2/V3
ul'v 1/v2

The projection matrix

Let S be a subspace of R and {uy,...,u,} an orthonormal basis for S.
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Taking any vector, for example v= | 1 | we get
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ul'v 1/v2

The projection matrix

Let S be a subspace of R and {uy,...,u,} an orthonormal basis for S.
For any vector b € R™ we can get the closest vector to S by solving a
least squares problem.
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Taking any vector, for example v =
ulv
Vs =QTv=[ ulv
ul'v

The projection matrix
Let S be a subspace of R" and {uy,..

1 we get
1
5/v6
= 2/\/3
1/V2

,u,} an orthonormal basis for S.

For any vector b € R™ we can get the closest vector to S by solving a

least squares problem.

Recall: If U is the matrix whose columns are uy, .

UTUx =U"b to get %,

.., U, then we solve
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Taking any vector, for example v= | 1 | we get

1
ulTv 5/\/6
Vs=QTv=| ulv | = | 2/V3
ul'v 1/v2

The projection matrix

Let S be a subspace of R and {uy,...,u,} an orthonormal basis for S.
For any vector b € R™ we can get the closest vector to S by solving a
least squares problem.

Recall: If U is the matrix whose columns are uy,...,u,, then we solve
UTUx = UTb to get %, and then UX is then the closest vector to b in
the column space of U (which is S).
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But, since U has orthogonal columns, the UTU =T (r x r) and so the
solution of UTUx = UTb is x = UTb and the closest vector in S to b is
Ux=UU"b.
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But, since U has orthogonal columns, the UTU =T (r x r) and so the
solution of UTUx = UTb is X = UTb and the closest vector in S to b is

Ux=UU"D.
We call the matrix P = UU7 the projection matrix.
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But, since U has orthogonal columns, the UTU =T (r x r) and so the
solution of UTUx = UTb is x = U”b and the closest vector in S to b is
Ux=UU"D.
We call the matrix P = UU7 the projection matrix.

ulb
Note that U”b alone gives us the column

T
u. b
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But, since U has orthogonal columns, the UTU =T (r x r) and so the
solution of UTUx = UTb is x = U”b and the closest vector in S to b is
Ux=UU"D.
We call the matrix P = UU7 the projection matrix.
ulb
Note that U”b alone gives us the column : and then U times
u’b

that gives (u{ b)u; + --- + (ul'b)u,,
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But, since U has orthogonal columns, the UTU =T (r x r) and so the
solution of UTUx = UTb is X = UTb and the closest vector in S to b is

Ux=UU"D.
We call the matrix P = UU7 the projection matrix.
ulb
Note that U”b alone gives us the column : and then U times
u’b
that gives (uf b)uy + - - - + (ul'b)u,, which is the formula we have seen
earlier for the closest element in the span of uy,..., u,.
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Here is an example. Find the projection of v =

1 0
V] = 2 , Vo = —1
2 1

1
0

onto the span of
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Here is an example. Find the projection of v= | 1 | onto the span of
1 0

V] = 2 , Vo = —1
2 1

These are orthogonal, but not orthonormal, so we “normalize” them:

u; =

1/3 0

2/3 | ,us = | —1/v2 |, and we get the projection matrix
2/3 1/v2
/3 0
T - 13 2/3  2/3
pvor= o —ve | (0 s )

(1/9 2/9  2/9
= | 2/9 1718 -1/18
2/9 —1/18 17/18

6/7



Then Pv = [

1/3
7/6
1/6

] |
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1/3
Then Pv=| 7/6
1/6

We can check our work (in part) by determining whether the difference

2/3 )
v—Pv=| —-1/6

~1/6

is orthogonal to both v and vo.
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