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$$
Q=\left(\begin{array}{rrr}
1 / \sqrt{6} & 1 / \sqrt{3} & 1 / \sqrt{2} \\
1 / \sqrt{6} & 1 / \sqrt{3} & -1 / \sqrt{2} \\
2 / \sqrt{6} & -1 / \sqrt{3} & 0
\end{array}\right)
$$

is an orthogonal matrix.
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## The projection matrix
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Here is an example. Find the projection of $\mathbf{v}=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)$ onto the span of
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Here is an example. Find the projection of $\mathbf{v}=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)$ onto the span of
$\mathbf{v}_{1}=\left(\begin{array}{l}1 \\ 2 \\ 2\end{array}\right), \mathbf{v}_{2}=\left(\begin{array}{r}0 \\ -1 \\ 1\end{array}\right)$.
These are orthogonal, but not orthonormal, so we "normalize" them:
$\mathbf{u}_{1}=\left(\begin{array}{c}1 / 3 \\ 2 / 3 \\ 2 / 3\end{array}\right), \mathbf{u}_{2}=\left(\begin{array}{c}0 \\ -1 / \sqrt{2} \\ 1 / \sqrt{2}\end{array}\right)$, and we get the projection matrix

$$
\begin{aligned}
P=U U^{T} & =\left(\begin{array}{cc}
1 / 3 & 0 \\
2 / 3 & -1 / \sqrt{2} \\
2 / 3 & 1 / \sqrt{2}
\end{array}\right)\left(\begin{array}{ccc}
1 / 3 & 2 / 3 & 2 / 3 \\
0 & -1 / \sqrt{2} & 1 / \sqrt{2}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
1 / 9 & 2 / 9 & 2 / 9 \\
2 / 9 & 17 / 18 & -1 / 18 \\
2 / 9 & -1 / 18 & 17 / 18
\end{array}\right)
\end{aligned}
$$

Then $P \mathbf{v}=\left(\begin{array}{c}1 / 3 \\ 7 / 6 \\ 1 / 6\end{array}\right)$.

Then $P \mathbf{v}=\left(\begin{array}{c}1 / 3 \\ 7 / 6 \\ 1 / 6\end{array}\right)$.
We can check our work (in part) by determining whether the difference
$\mathbf{v}-P \mathbf{v}=\left(\begin{array}{r}2 / 3 \\ -1 / 6 \\ -1 / 6\end{array}\right)$ is orthogonal to both $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

