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Simply set $c_{1}=1$ and the rest of the $c_{j}=0$.
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## Theorem

Every nonzero subspace of $\mathbb{R}^{n}$ has a basis that is orthonormal.
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There are many vector spaces with a similar type of product. One of the most productive examples comes from the theory of Fourier series. For two functions $f$ and $g$, define

$$
\langle f, g\rangle=\int_{0}^{1} f(x) g(x) d x
$$

Then

1. $\langle\mathbf{0}, \mathbf{0}\rangle=0$, and if $f \neq \mathbf{0}$ then $\langle f, f\rangle>0$.
2. $\langle f, g\rangle=\langle g, f\rangle$.
3. $\langle\alpha f+\beta g, h\rangle=\alpha\langle f, h\rangle+\beta\langle g, h\rangle$.

This suggests the following definition.
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For example, this inner product applied to two polynomials $f(x)=a_{0}+a_{1} x+a_{2} x^{2}$ and $g(x)=b_{0}+b_{1} x+b_{2} x^{2}$ gives

$$
\begin{aligned}
\langle f, g\rangle= & a_{0} b_{0}+(1 / 2)\left(a_{0} b_{1}+a_{1} b_{0}\right)+(1 / 3)\left(a_{0} b_{2}+a_{1} b_{1}+a_{2} b_{0}\right) \\
& +(1 / 4)\left(a_{1} b_{2}+a_{2} b_{1}\right)+(1 / 5) a_{2} b_{2}
\end{aligned}
$$

It is not so obvious from this formula that $\langle f, f\rangle>0$. Note that

$$
\langle f, g\rangle=\left(\begin{array}{lll}
a_{0} & a_{1} & a_{2}
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 / 2 & 1 / 3 \\
1 / 2 & 1 / 3 & 1 / 4 \\
1 / 3 & 1 / 4 & 1 / 5
\end{array}\right)\left(\begin{array}{l}
b_{0} \\
b_{1} \\
b_{2}
\end{array}\right)
$$
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$$
\left\langle a_{0}+a_{1} x+a_{2} x^{2}, b_{0}+b_{1} x+b_{2} x^{2}\right\rangle=a_{0} b_{0}+a_{1} b_{1}+a_{2} b_{2}
$$

Even $\mathbb{R}^{n}$ can have different inner products from the scalar product. If $A$ is any invertible $n \times n$ matrix, then

$$
\langle\mathbf{x}, \mathbf{y}\rangle=(A \mathbf{x})^{T} A \mathbf{y}=\mathbf{x}^{T} A^{T} A \mathbf{y}
$$

is an example of an inner product.
Let's verify this:

1. $A \mathbf{0}=\mathbf{0}$ so $(A \mathbf{0})^{T} A \mathbf{0}=0$. If $\mathbf{x} \neq \mathbf{0}$ then $A \mathbf{x} \neq \mathbf{0}$ and so $(A \mathbf{x})^{T} A \mathbf{x}>0$.
2. $(A \mathbf{y})^{T} A \mathbf{x}=(A \mathbf{x})^{T} A \mathbf{y}$ because the scalar product has that property.
3. $(A(\alpha \mathbf{x}+\beta \mathbf{y}))^{T} A \mathbf{z}=(\alpha A \mathbf{x}+\beta A \mathbf{y})^{T} A \mathbf{z}=\left(\alpha(A \mathbf{x})^{T}+\beta(A \mathbf{y})^{T}\right) A \mathbf{z}=$ $\alpha(A \mathbf{x})^{T} A \mathbf{z}+\beta(A \mathbf{y})^{T} A \mathbf{z}$
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If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$. This is called the norm induced by this inner product.
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## Definition

If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$. This is called the norm induced by this inner product.

## Definition

If $V$ is a vector space with an inner product $\langle\mathbf{x}, \mathbf{y}\rangle$, then we say $\mathbf{x}$ is orthogonal to $\mathbf{y}$ if $\langle\mathbf{x}, \mathbf{y}\rangle=0$. and we express this by $\mathbf{x} \perp \mathbf{y}$.

## Theorem (Pythagorean Formula)

If $\mathbf{x} \perp \mathbf{y}$ then $\|\mathbf{x}+\mathbf{y}\|^{2}=\|\mathbf{x}\|^{2}+\|\mathbf{y}\|^{2}$.
We prove this by

$$
\begin{aligned}
\|\mathbf{x}+\mathbf{y}\|^{2} & =\langle\mathbf{x}+\mathbf{y}, \mathbf{x}+\mathbf{y}\rangle \\
& =\langle\mathbf{x}, \mathbf{x}+\mathbf{y}\rangle+\langle\mathbf{y}, \mathbf{x}+\mathbf{y}\rangle \\
& =\langle\mathbf{x}, \mathbf{x}\rangle+\langle\mathbf{x}, \mathbf{y}\rangle+\langle\mathbf{y}, \mathbf{x}\rangle+\langle\mathbf{y}, \mathbf{y}\rangle \\
& =\|\mathbf{x}\|^{2}+\|\mathbf{y}\|^{2}
\end{aligned}
$$

Theorem (Cauchy-Schwarz Inequality)
For any $\mathbf{x}$ and $\mathbf{y}$ in an inner product space,

$$
|\langle\mathbf{x}, \mathbf{y}\rangle| \leq\|\mathbf{x}\|\|\mathbf{y}\|
$$

## Theorem (Cauchy-Schwarz Inequality)

For any $\mathbf{x}$ and $\mathbf{y}$ in an inner product space,

$$
|\langle\mathbf{x}, \mathbf{y}\rangle| \leq\|\mathbf{x}\|\|\mathbf{y}\|
$$

If either norm is zero that is, $\mathbf{x}$ or $\mathbf{y}$ is zero, then both sides are zero, which is OK.

## Theorem (Cauchy-Schwarz Inequality)

For any $\mathbf{x}$ and $\mathbf{y}$ in an inner product space,

$$
|\langle\mathbf{x}, \mathbf{y}\rangle| \leq\|\mathbf{x}\|\|\mathbf{y}\|
$$

If either norm is zero that is, $\mathbf{x}$ or $\mathbf{y}$ is zero, then both sides are zero, which is OK.
Otherwise consider the following for any real numbers $\alpha$ and $\beta$

$$
\begin{aligned}
& 0 \leq\langle\alpha \mathbf{x}-\beta \mathbf{y}, \alpha \mathbf{x}-\beta \mathbf{y}\rangle \\
& 0 \leq\langle\alpha \mathbf{x}, \alpha \mathbf{x}\rangle+\langle\alpha \mathbf{x},-\beta \mathbf{y}\rangle+\langle-\beta \mathbf{y}, \alpha \mathbf{x}\rangle+\langle-\beta \mathbf{y},-\beta \mathbf{y}\rangle \\
& 0 \leq \alpha^{2}\langle\mathbf{x}, \mathbf{x}\rangle-\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle-\alpha \beta\langle\mathbf{y}, \mathbf{x}\rangle+\beta^{2}\langle\mathbf{y}, \mathbf{y}\rangle \\
& 0 \leq \alpha^{2}\|\mathbf{x}\|^{2}-2 \alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle+\beta^{2}\|\mathbf{y}\|^{2}
\end{aligned}
$$

Altogether we get

$$
\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle \leq(1 / 2)\left(\alpha^{2}\|\mathbf{x}\|^{2}+\beta^{2}\|\mathbf{y}\|^{2}\right)
$$

Altogether we get
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\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle \leq(1 / 2)\left(\alpha^{2}\|\mathbf{x}\|^{2}+\beta^{2}\|\mathbf{y}\|^{2}\right)
$$

Since this holds for any $\alpha, \beta$, let $\alpha=1 /\|\mathbf{x}\|$ and $\beta=1 /\|\mathbf{y}\|$ to get

$$
\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathrm{x}\|\|\mathrm{y}\|} \leq 1
$$
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\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

This just what we need if $\langle\mathbf{x}, \mathbf{y}\rangle \geq 0$.

Altogether we get

$$
\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle \leq(1 / 2)\left(\alpha^{2}\|\mathbf{x}\|^{2}+\beta^{2}\|\mathbf{y}\|^{2}\right)
$$

Since this holds for any $\alpha, \beta$, let $\alpha=1 /\|\mathbf{x}\|$ and $\beta=1 /\|\mathbf{y}\|$ to get

$$
\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathrm{x}\|\|\mathrm{y}\|} \leq 1
$$

This just what we need if $\langle\mathbf{x}, \mathbf{y}\rangle \geq 0$. If $\langle\mathbf{x}, \mathbf{y}\rangle<0$, use $\beta=-1 /\|\mathbf{y}\|$ to get

$$
-\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

Altogether we get

$$
\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle \leq(1 / 2)\left(\alpha^{2}\|\mathbf{x}\|^{2}+\beta^{2}\|\mathbf{y}\|^{2}\right)
$$

Since this holds for any $\alpha, \beta$, let $\alpha=1 /\|\mathbf{x}\|$ and $\beta=1 /\|\mathbf{y}\|$ to get

$$
\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

This just what we need if $\langle\mathbf{x}, \mathbf{y}\rangle \geq 0$. If $\langle\mathbf{x}, \mathbf{y}\rangle<0$, use $\beta=-1 /\|\mathbf{y}\|$ to get

$$
-\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

In either case we have $\frac{|\langle\mathbf{x}, \mathbf{y}\rangle|}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1$.

Altogether we get

$$
\alpha \beta\langle\mathbf{x}, \mathbf{y}\rangle \leq(1 / 2)\left(\alpha^{2}\|\mathbf{x}\|^{2}+\beta^{2}\|\mathbf{y}\|^{2}\right)
$$

Since this holds for any $\alpha, \beta$, let $\alpha=1 /\|\mathbf{x}\|$ and $\beta=1 /\|\mathbf{y}\|$ to get

$$
\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

This just what we need if $\langle\mathbf{x}, \mathbf{y}\rangle \geq 0$. If $\langle\mathbf{x}, \mathbf{y}\rangle<0$, use $\beta=-1 /\|\mathbf{y}\|$ to get

$$
-\frac{\langle\mathbf{x}, \mathbf{y}\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

In either case we have $\frac{|\langle\mathbf{x}, \mathbf{y}\rangle|}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1$.
Theorem (Triangle Inequality)
For any pair of vectors $\mathbf{x}$ and $\mathbf{y},\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.

The proof relies on the Cauchy-Schwarz Inequality:

The proof relies on the Cauchy-Schwarz Inequality:
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\begin{aligned}
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\end{aligned}
$$
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$$

Then take square roots to get $\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.

The proof relies on the Cauchy-Schwarz Inequality:

$$
\begin{aligned}
\|\mathbf{x}+\mathbf{y}\|^{2} & =\langle\mathbf{x}+\mathbf{y}, \mathbf{x}+\mathbf{y}\rangle \\
& =\|\mathbf{x}\|^{2}+2\langle\mathbf{x}, \mathbf{y}\rangle+\|\mathbf{y}\|^{2} \\
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Then take square roots to get $\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.
This allows us to express the distance between vectors by $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|$

The proof relies on the Cauchy-Schwarz Inequality:

$$
\begin{aligned}
\|\mathbf{x}+\mathbf{y}\|^{2} & =\langle\mathbf{x}+\mathbf{y}, \mathbf{x}+\mathbf{y}\rangle \\
& =\|\mathbf{x}\|^{2}+2\langle\mathbf{x}, \mathbf{y}\rangle+\|\mathbf{y}\|^{2} \\
& \leq\|\mathbf{x}\|^{2}+2\|\mathbf{x}\|\|\mathbf{y}\|+\|\mathbf{y}\|^{2}=(\|\mathbf{x}\|+\|\mathbf{y}\|)^{2}
\end{aligned}
$$

Then take square roots to get $\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.
This allows us to express the distance between vectors by $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|$ and deduce that

$$
\begin{aligned}
d(\mathbf{x}, \mathbf{z}) & =\|\mathbf{x}-\mathbf{z}\|=\|\mathbf{x}-\mathbf{y}+\mathbf{y}-\mathbf{z}\| \\
& \leq\|\mathbf{x}-\mathbf{y}\|+\|\mathbf{y}-\mathbf{z}\|=d(\mathbf{x}, \mathbf{y})+d(\mathbf{y}, \mathbf{z})
\end{aligned}
$$

