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- $\mathcal{R}\left(A^{T}\right)^{\perp}=\mathcal{N}(A)$ (previous fact applied to the matrix $A^{T}$ ).

Now we can apply the "double $\perp$ " theorem to these two facts to get

- $\mathcal{R}\left(A^{T}\right)=\mathcal{N}(A)^{\perp}$.
- $\mathcal{R}(A)=\mathcal{N}\left(A^{T}\right)^{\perp}$.

This last one provides another answer to the question: for which vectors $\mathbf{b}$ does the equation $A \mathbf{x}=\mathbf{b}$ have a solution? The existence of x such that $A \mathbf{x}=\mathbf{b}$ means that $\mathbf{b}$ is in the column space of $A$. By the above, $\mathbf{b}$ must be orthogonal to the null space of $A^{T}$.

Recall what we had seen earlier:

- $\mathcal{R}(A)^{\perp}=\mathcal{N}\left(A^{T}\right)$ (both sides are the solutions of the same system of equations)
- $\mathcal{R}\left(A^{T}\right)^{\perp}=\mathcal{N}(A)$ (previous fact applied to the matrix $A^{T}$ ).

Now we can apply the "double $\perp$ " theorem to these two facts to get

- $\mathcal{R}\left(A^{T}\right)=\mathcal{N}(A)^{\perp}$.
- $\mathcal{R}(A)=\mathcal{N}\left(A^{T}\right)^{\perp}$.

This last one provides another answer to the question: for which vectors $\mathbf{b}$ does the equation $A \mathbf{x}=\mathbf{b}$ have a solution? The existence of x such that $A \mathbf{x}=\mathbf{b}$ means that $\mathbf{b}$ is in the column space of $A$. By the above, $\mathbf{b}$ must be orthogonal to the null space of $A^{T}$. If we find a basis $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\}$ for the null space of $A^{T}$, then the condition for $A \mathbf{x}=\mathbf{b}$ to have a solution is that $\mathbf{v}_{1}^{T} \mathbf{b}=0, \ldots, \mathbf{v}_{k}^{T} \mathbf{b}=0$.

Example: For what vectors $\mathbf{b}$ does the following have a solution?

$$
\begin{aligned}
2 x_{1}+2 x_{2}+4 x_{3} & =b_{1} \\
x_{1}++x_{3} & =b_{2} \\
x_{2}+x_{3} & =b_{3}
\end{aligned}
$$

Example: For what vectors $\mathbf{b}$ does the following have a solution?

$$
\begin{aligned}
2 x_{1}+2 x_{2}+4 x_{3} & =b_{1} \\
x_{1}++x_{3} & =b_{2} \\
x_{2}+x_{3} & =b_{3}
\end{aligned}
$$

Take the system matrix $A$, transpose it, and find the null space of $A^{T}$

Example: For what vectors $\mathbf{b}$ does the following have a solution?

$$
\begin{aligned}
2 x_{1}+2 x_{2}+4 x_{3} & =b_{1} \\
x_{1}++x_{3} & =b_{2} \\
x_{2}+x_{3} & =b_{3}
\end{aligned}
$$

Take the system matrix $A$, transpose it, and find the null space of $A^{T}$

$$
\left(\begin{array}{lll}
2 & 1 & 0 \\
2 & 0 & 1 \\
4 & 1 & 1
\end{array}\right) \xrightarrow{6 \mathrm{EROs}}\left(\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right) \text { i.e. }\left\{\begin{array}{r}
x_{1}+(1 / 2) x_{3}=0 \\
x_{2}-x_{3}=0
\end{array}\right.
$$

Example: For what vectors $\mathbf{b}$ does the following have a solution?

$$
\begin{aligned}
2 x_{1}+2 x_{2}+4 x_{3} & =b_{1} \\
x_{1}++x_{3} & =b_{2} \\
x_{2}+x_{3} & =b_{3}
\end{aligned}
$$

Take the system matrix $A$, transpose it, and find the null space of $A^{T}$

$$
\left(\begin{array}{lll}
2 & 1 & 0 \\
2 & 0 & 1 \\
4 & 1 & 1
\end{array}\right) \xrightarrow{6 \mathrm{EROs}}\left(\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right) \quad \text { i.e. }\left\{\begin{array}{r}
x_{1}+(1 / 2) x_{3}=0 \\
x_{2}-x_{3}=0
\end{array}\right.
$$

Then $\mathcal{N}\left(A^{T}\right)$ is spanned by one vector $\left(\begin{array}{c}-1 / 2 \\ 1 \\ 1\end{array}\right)$.

Example: For what vectors $\mathbf{b}$ does the following have a solution?

$$
\begin{aligned}
2 x_{1}+2 x_{2}+4 x_{3} & =b_{1} \\
x_{1}++x_{3} & =b_{2} \\
x_{2}+x_{3} & =b_{3}
\end{aligned}
$$

Take the system matrix $A$, transpose it, and find the null space of $A^{T}$

$$
\left(\begin{array}{lll}
2 & 1 & 0 \\
2 & 0 & 1 \\
4 & 1 & 1
\end{array}\right) \xrightarrow{6 \mathrm{EROs}}\left(\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right) \text { i.e. }\left\{\begin{array}{r}
x_{1}+(1 / 2) x_{3}=0 \\
x_{2}-x_{3}=0
\end{array}\right.
$$

Then $\mathcal{N}\left(A^{T}\right)$ is spanned by one vector $\left(\begin{array}{c}-1 / 2 \\ 1 \\ 1\end{array}\right)$. So, we conclude that a solution exists if and only if

$$
\left(\begin{array}{ccc}
-1 / 2 & 1 & 1
\end{array}\right) \mathbf{b}=-(1 / 2) b_{1}+b_{2}+b_{3}=0
$$

