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One kind of subspace of $\mathbb{R}^{n}$ is the span of a set of vectors. If we put those vectors in a matrix $A$, this is the column space of that matrix.
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## Application to matrices.

One kind of subspace of $\mathbb{R}^{n}$ is the span of a set of vectors. If we put those vectors in a matrix $A$, this is the column space of that matrix.
Another kind is the null space of an $m \times n$ matrix.
We will see how to calculate the orthogonal complement of both of these kinds of subspaces.

We have seen that any product like $A \mathrm{x}$ is a linear combination of the columns of $A$.

We have seen that any product like $A \mathbf{x}$ is a linear combination of the columns of $A$. If $A$ and $n \times k$ matrix, we define
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then this is the range of the matrix transformation $A \mathrm{x}$ from $\mathbb{R}^{k}$ to $\mathbb{R}^{n}$. It is also the column space of $A$.

We have seen that any product like $A \mathbf{x}$ is a linear combination of the columns of $A$. If $A$ and $n \times k$ matrix, we define

$$
\mathcal{R}(A)=\left\{\mathbf{b} \in \mathbb{R}^{n} \mid \mathbf{b}=A \mathbf{x} \text { for some } \mathbf{x} \in \mathbb{R}^{k}\right\}
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then this is the range of the matrix transformation $A \mathrm{x}$ from $\mathbb{R}^{k}$ to $\mathbb{R}^{n}$. It is also the column space of $A$.
What is $\mathcal{R}(A)^{\perp}$ ?
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