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Recall what this means: If we have a linear combination of the basis vectors (say $p(x)=-(x-1)^{2}+2 x^{2}-(x+1)^{2}$ ) we need only multiply the coordinates by $A$ to get $L(p(x))$ :
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While it doesn't seem this is much easier than plugging 1,2 and 3 into $p(x)$, there can be an advantage if the degrees are higher.
Matrix multiplication never involves anything except adding simple products, while evaluating a polynomial can involve rather large powers.
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Schematically, the representing matrix relative to $\mathcal{B}$ and $\mathcal{B}$ comes from

$$
\mathcal{B} \xrightarrow{\text { transition matrix } S} \mathcal{E} \xrightarrow{\text { representing matrix } A} \mathcal{E} \xrightarrow{\text { transition matrix } S^{-1}} \mathcal{B}
$$
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Let $L: V \rightarrow W$ and $T: W \rightarrow X$ be linear transformations and Let $\mathcal{B}, \mathcal{C}$ and $\mathcal{D}$ be bases for $V, W$, and $X$.
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