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Let $\mathcal{C}=\left[\binom{1}{1},\binom{-2}{-1}\right]$ be an ordered basis for $\mathbb{R}^{2}$. Find the matrix that represents $L$ relative to $\mathcal{B}$ and $\mathcal{C}$.

Solution: First compute

$$
L\left(\mathbf{v}_{1}\right)=\binom{1}{3}, L\left(\mathbf{v}_{2}\right)=\binom{2}{1}, L\left(\mathbf{v}_{3}\right)=\binom{-3}{0}
$$

Now compute the coordinates relative to $\mathcal{C}$ for these three vectors. We can do this with the transition matrix:

$$
\left(\begin{array}{ll}
1 & -2 \\
1 & -1
\end{array}\right)^{-1}=\left(\begin{array}{ll}
-1 & 2 \\
-1 & 1
\end{array}\right)
$$

This gives $\left[L \mathbf{v}_{1}\right]_{\mathcal{C}}=\left(\begin{array}{ll}-1 & 2 \\ -1 & 1\end{array}\right)\binom{1}{3}=\binom{5}{2},\left[L \mathbf{v}_{2}\right]_{\mathcal{C}}=\binom{0}{-1}$, and $\left[L \mathbf{v}_{3}\right]_{\mathcal{C}}=\binom{3}{3}$

So the representing matrix is $\left(\begin{array}{rrr}5 & 0 & 3 \\ 2 & -1 & 3\end{array}\right)$
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T(1)=0, \quad T(x)=1, \quad T\left(x^{2}\right)=2 x
$$

So the representing matrix is $\left(\begin{array}{rrr}5 & 0 & 3 \\ 2 & -1 & 3\end{array}\right)$

## Another example

Let $T: \mathcal{P}_{3} \rightarrow \mathcal{P}_{3}$ be the linear transformation we saw earlier:
$T\left(a+b x+c x^{2}\right)=b+2 c x$. Let $\mathcal{E}=\left[1, x, x^{2}\right]$ be the standard basis in $\mathcal{P}_{3}$ (in both the "from" and "to" role). To get the matrix $A$ that represents $T$ relative to $\mathcal{E}$ and $\mathcal{E}$, we first find the result of $T$ applied to each basis vector:

$$
T(1)=0, \quad T(x)=1, \quad T\left(x^{2}\right)=2 x
$$

then find the coordinates of each of those

$$
[0]_{\mathcal{E}}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right),[1]_{\mathcal{E}}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right),[2 x]_{\mathcal{E}}=\left(\begin{array}{l}
0 \\
2 \\
0
\end{array}\right)
$$

Putting those columns into $A$ gives

$$
A=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 2 \\
0 & 0 & 0
\end{array}\right)
$$

Putting those columns into $A$ gives

$$
A=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 2 \\
0 & 0 & 0
\end{array}\right)
$$

Note how
$A\left(\begin{array}{l}a \\ b \\ c\end{array}\right)=\left(\begin{array}{c}b \\ 2 c \\ 0\end{array}\right)$ corresponds to $T\left(a+b x+c x^{2}\right)=b+2 c x+0 x^{2}$.

