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Now suppose $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are in $L(S)$. Then $\mathbf{w}_{1}=L\left(\mathbf{v}_{1}\right)$ for some $\mathbf{v}_{1} \in S$ and $\mathbf{w}_{2}=L\left(\mathbf{v}_{2}\right)$ for some $\mathbf{v}_{2} \in S$. Since $S$ is a subspace, $\mathbf{v}_{1}+\mathbf{v}_{2} \in S$ and $\mathbf{w}_{1}+\mathbf{w}_{2}=L\left(\mathbf{v}_{1}\right)+L\left(\mathbf{v}_{2}\right)=L\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right) \in L(S)$.
Similarly, $\mathbf{w}=L(\mathbf{v})$ in $L(S)$ and $\alpha \in \mathbb{R}$ imply that $\alpha \mathbf{w}=\alpha L(\mathbf{v})=L(\alpha \mathbf{v})$ is in $L(S)$.

## Examples

If $A$ is an $n \times k$ matrix and $L: \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}$ is given by $L(\mathbf{x})=A \mathbf{x}$, then $\operatorname{ker}(L)=\mathcal{N}(A)$.
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That is, the range of $L$ is the span of the columns, that is, the column space of $A$. Since $\mathcal{R}(L)$ is the column space of $A$, the notation $\mathcal{R}(A)$ is sometimes used for the column space.
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The range $L\left(\mathbb{R}^{k}\right)$ is the set of all possible $A \mathbf{x}$ for $\mathbf{x} \in \mathbb{R}^{k}$. Recall that if
$\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ are the columns of $A$ and $\mathbf{x}=\left(\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{k}\end{array}\right)$ then

$$
A \mathbf{x}=x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\cdots+x_{k} \mathbf{a}_{k}
$$

That is, the range of $L$ is the span of the columns, that is, the column space of $A$. Since $\mathcal{R}(L)$ is the column space of $A$, the notation $\mathcal{R}(A)$ is sometimes used for the column space.
There is nothing special about muliplying on the left, $A \mathbf{x}$. We could also regard $\mathbb{R}^{n}$ and $\mathbb{R}^{k}$ as sets of row vectors. Then we can define a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ by $T(\overrightarrow{\mathbf{x}})=\overrightarrow{\mathbf{x}} A$. In this case, the range $T\left(\mathbb{R}^{n}\right)$ is the row space of $A$.
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$$
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$$
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$$
\operatorname{ker}\left(P_{1}\right)=\left\{\left.\binom{x_{1}}{x_{2}} \right\rvert\, x_{1}=0\right\} \quad \text { and } \quad P_{1}\left(\mathbb{R}^{2}\right)=\left\{\left.\binom{x_{1}}{x_{2}} \right\rvert\, x_{2}=0\right\}
$$

Recall the linear transformation $P_{1}$ we defined earlier

$$
P_{1}\binom{x_{1}}{x_{2}}=\binom{x_{1}}{0}
$$

Then

$$
\operatorname{ker}\left(P_{1}\right)=\left\{\left.\binom{x_{1}}{x_{2}} \right\rvert\, x_{1}=0\right\} \quad \text { and } P_{1}\left(\mathbb{R}^{2}\right)=\left\{\left.\binom{x_{1}}{x_{2}} \right\rvert\, x_{2}=0\right\}
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The rotation transformations $R_{\theta}$ satisfy $\operatorname{ker}\left(R_{\theta}\right)=\{\mathbf{0}\}$ and $R_{\theta}\left(\mathbb{R}^{2}\right)=\mathbb{R}^{2}$.
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$$
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(Since the outcome lies in both $\mathcal{P}_{2}$ and $\mathcal{P}_{3}$ it could also be consider as a transformation from $\mathcal{P}_{3}$ to $\mathcal{P}_{2}$.) Then $L$ is a linear transformation (exercise: check this) with

$$
\operatorname{ker}(L)=\left\{a+b x+c x^{2} \mid b=c=0\right\} \quad \text { and } \quad L\left(\mathcal{P}_{3}\right)=\mathcal{P}_{2} .
$$

Another example $T: \mathcal{P}_{3} \rightarrow \mathcal{P}_{4}$ :

$$
T\left(a+b x+c x^{2}\right)=a x+(b / 2) x^{2}+(c / 3) x^{3}
$$

Define the following transformation $L: \mathcal{P}_{3} \rightarrow \mathcal{P}_{3}$ :

$$
L\left(a+b x+c x^{2}\right)=b+2 c x
$$

(Since the outcome lies in both $\mathcal{P}_{2}$ and $\mathcal{P}_{3}$ it could also be consider as a transformation from $\mathcal{P}_{3}$ to $\mathcal{P}_{2}$.) Then $L$ is a linear transformation (exercise: check this) with

$$
\operatorname{ker}(L)=\left\{a+b x+c x^{2} \mid b=c=0\right\} \quad \text { and } L\left(\mathcal{P}_{3}\right)=\mathcal{P}_{2} .
$$

Another example $T: \mathcal{P}_{3} \rightarrow \mathcal{P}_{4}$ :

$$
T\left(a+b x+c x^{2}\right)=a x+(b / 2) x^{2}+(c / 3) x^{3}
$$

(Check that this is a linear transformation.) Its kernel and range:

$$
\operatorname{ker}(T)=\{0\} \text { and } T\left(\mathcal{P}_{3}\right)=\left\{a+b x+c x^{2}+d x^{3} \mid a=0\right\}
$$

