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The second is true because the number of nonzero rows of the echelon form cannot exceed the total number of rows. Thus, the dimension of the row space cannot exceed $n$.
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The fourth is true because every column contains a leading 1 or does not.

