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1. The null space of A is the set of vectors x that satisfy Ax = 0. This
is a subspace of R¥ and consists of column vectors. We denote this
N(A).

2. The column space of A is the span of the columns of A. This is a
subspace of R™ and consists of column vectors. (Later we will denote
this by R(A), but it would be confusing to do that now.)

3. The row space of A is the span of the rows of A. It is a subspace of
R” (interpreted as all 1 x k row matrices). We don't have any special
notation for this.
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Finding a basis of each of these spaces

For the null space, we solve the system Ax = 0. The usual method almost
produces the set of solutions as a span. And the vectors involved are the
basis.

0 2 -2 4

Example: Find a basis of N(A) when A= | -1 -1 -1 2
1 3 -1 2

1 3 -1 2 13 -1 2

el |1 -1 -1 2 | B 1o 2 2 4
0 2 -2 4 02 —2 4

1 3 -1 2 10 2 —4

Bl kg o9 | BBl g1 1 9
(1/2)Ra 0 0 00 00 0 0
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This gives us the system

To = T3 — 274

1 +2x3 —4x4 =0 1 = —2x3 + 4xy
or
To— x3+2x4 =0

Setting z3 = « and x4 = 3 we get

—2a+4p -2 4
vep= ot feemp=son| ||
3 0 1

Those vectors are actually guaranteed to be independent and span N (A).
The first comes from setting a = 1 and 8 = 0, while the second comes
from setting « =0 and 5 = 1.

Notice that we get one element of the basis for each separate parameter.
Thus, the dimension of N/(A) (the size of a basis) is the number of free
variables. That is the same as the number of columns without a leading 1

in the echelon form.
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0 2
Column space of A = Span 1 3
—1 —1

Since they are independent, (0,1,—1)7 and (2,3, —1)T is a basis for the
column space.
Notice that the dimension of the column space is the same as the number

of columns with leading ones.
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could be rewritten as (aci)Ry + - - .

3. Add a multiple of one row to another row. Suppose the new row is
’2 = Ry + aR;. Then a linear combination that includes the new
row: ¢i Ry + caR) + - -+, can be written with the old row:
(Cl + OéCQ)R1 +coRo+ - --.

That means that if we reduce the matrix to echelon form the echelon form
has the same row space.
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0 2 -2 4 10 2 -4
A= 1 3 -1 2 and B=| 0 1 -1 2
-1 -1 -1 2 00 0 O

The nonzero rows of echelon form are always independent. Why? Well, in
this example

1R+ Ry = ( c1 Cy 2c¢1 —cy —4dep + 2¢o )

This can only equal ( 0000 ] if ¢, = 0 and ¢ = 0. A similar

phenomenon holds for any matrix in echelon form. So, for this example, a
basis for the row space is

(102—4]7[01 ~1 2]
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variable, find the solution for which that variable is 1 and the rest are
zero. This gives a basis, where the number of vectors in the basis is
the number of free variables.

2. A basis for the column space of A consists of those columns of A that
correspond to columns of B with a leading 1 in them.

3. A basis for the row space of A consists of the nonzero rows of B.
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leading 1s.

The second is true because the number of nonzero rows of the echelon
form cannot exceed the total number of rows. Thus, the dimension of the
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The third is true because the number of columns that contain a leading 1
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The fourth is true because every column contains a leading 1 or does not.
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