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## Theorem

If the dimension of $V$ is $n$ then any set in $V$ with more than $n$ elements is dependent, and any set with fewer than $n$ elements is not spanning. Any set with $n$ elements either is both independent and spanning or is neither independent nor spanning.

The last part is proved like this: If a set is independent, but not spanning, we could get a larger independent set by adding any vector not in the span, this is impossible by the first part.

If a set is spanning, but not independent, we could get a smaller spanning set by taking away a vector that is a linear combination of the others.

If a set is spanning, but not independent, we could get a smaller spanning set by taking away a vector that is a linear combination of the others. This, too, is impossible by the first part.

If a set is spanning, but not independent, we could get a smaller spanning set by taking away a vector that is a linear combination of the others.
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These last two arguments can be extended to obtain the following:
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Suppose $V$ is a vector space with dimension $n$

1. Any independent subset with fewer than $n$ vectors can be extended (i.e., vectors can be added to it) to form a basis.
2. Any spanning set with more than $n$ vectors can be trimmed down to a basis.

To see the first, let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be independent and $k<n$. Since it cannot be spanning, pick any vector $\mathbf{w}$ that is not in $\operatorname{Span}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right)$. I claim $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{w}\right\}$ is independent. For suppose
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This means all $\alpha_{j}=0$ because $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is independent. If this extended set spans $V$ we are done.

If $\alpha_{k+1} \neq 0$ then we could solve for $\mathbf{w}$. That is impossible, since $\mathbf{w}$ is not in the span of the rest. Therefore, $\alpha_{k+1}=0$ and we get.
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\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\cdots+\alpha_{k} \mathbf{v}_{k}=\mathbf{0}
$$

This means all $\alpha_{j}=0$ because $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is independent. If this extended set spans $V$ we are done. If it does not, we can repeat the process.

If $\alpha_{k+1} \neq 0$ then we could solve for $\mathbf{w}$. That is impossible, since $\mathbf{w}$ is not in the span of the rest. Therefore, $\alpha_{k+1}=0$ and we get.
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\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\cdots+\alpha_{k} \mathbf{v}_{k}=\mathbf{0}
$$

This means all $\alpha_{j}=0$ because $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is independent. If this extended set spans $V$ we are done. If it does not, we can repeat the process. This is guaranteed to stop when we get to a set with $n$ vectors, because an independent set of that size is guaranteed to be spanning.

If $\alpha_{k+1} \neq 0$ then we could solve for $\mathbf{w}$. That is impossible, since $\mathbf{w}$ is not in the span of the rest. Therefore, $\alpha_{k+1}=0$ and we get.

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\cdots+\alpha_{k} \mathbf{v}_{k}=\mathbf{0}
$$

This means all $\alpha_{j}=0$ because $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is independent. If this extended set spans $V$ we are done. If it does not, we can repeat the process. This is guaranteed to stop when we get to a set with $n$ vectors, because an independent set of that size is guaranteed to be spanning. Problem: Given a set that spans, but is not independent, how do we efficiently remove vectors to get a basis?

If $\alpha_{k+1} \neq 0$ then we could solve for $\mathbf{w}$. That is impossible, since $\mathbf{w}$ is not in the span of the rest. Therefore, $\alpha_{k+1}=0$ and we get.

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\cdots+\alpha_{k} \mathbf{v}_{k}=\mathbf{0}
$$

This means all $\alpha_{j}=0$ because $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is independent.
If this extended set spans $V$ we are done. If it does not, we can repeat the process. This is guaranteed to stop when we get to a set with $n$ vectors, because an independent set of that size is guaranteed to be spanning. Problem: Given a set that spans, but is not independent, how do we efficiently remove vectors to get a basis?
Example:

$$
\mathbf{v}_{1}=\left(\begin{array}{l}
1 \\
1 \\
2
\end{array}\right), \quad \mathbf{v}_{2}=\left(\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right), \quad \mathbf{v}_{3}=\left(\begin{array}{l}
2 \\
1 \\
1
\end{array}\right), \quad \mathbf{v}_{4}=\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right)
$$

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{ERO}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{ERO}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This tells us that the original set of vectors in spanning (no row of zeros) but is not independent.

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{EROs}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This tells us that the original set of vectors in spanning (no row of zeros) but is not independent.
But it also tells us that if we take a linear combination and equate it to $\mathbf{0}$ :

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\alpha_{3} \mathbf{v}_{3}+\alpha_{4} \mathbf{v}_{4}=\mathbf{0}
$$

that the variable $\alpha_{3}$ is free and can be set equal to 1 .

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{ERO}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This tells us that the original set of vectors in spanning (no row of zeros) but is not independent.
But it also tells us that if we take a linear combination and equate it to $\mathbf{0}$ :

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\alpha_{3} \mathbf{v}_{3}+\alpha_{4} \mathbf{v}_{4}=\mathbf{0}
$$

that the variable $\alpha_{3}$ is free and can be set equal to 1 . Thus $\mathbf{v}_{3}$ is a linear combination of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{4}\right\}$.

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{ERO}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This tells us that the original set of vectors in spanning (no row of zeros) but is not independent.
But it also tells us that if we take a linear combination and equate it to $\mathbf{0}$ :

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\alpha_{3} \mathbf{v}_{3}+\alpha_{4} \mathbf{v}_{4}=\mathbf{0}
$$

that the variable $\alpha_{3}$ is free and can be set equal to 1 . Thus $\mathbf{v}_{3}$ is a linear combination of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{4}\right\}$. If we remove it, that simply removes column 3 from the calculations, and that shows that this smaller set is independent.

Put these columns in a matrix and reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
1 & 0 & 1 & 1 \\
2 & -1 & 1 & 1
\end{array}\right) \xrightarrow{5 \mathrm{ERO}}\left(\begin{array}{rrrr}
1 & 1 & 2 & 0 \\
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This tells us that the original set of vectors in spanning (no row of zeros) but is not independent.
But it also tells us that if we take a linear combination and equate it to $\mathbf{0}$ :

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\alpha_{3} \mathbf{v}_{3}+\alpha_{4} \mathbf{v}_{4}=\mathbf{0}
$$

that the variable $\alpha_{3}$ is free and can be set equal to 1 . Thus $\mathbf{v}_{3}$ is a linear combination of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{4}\right\}$. If we remove it, that simply removes column 3 from the calculations, and that shows that this smaller set is independent.
In general, if you keep the vectors corresponding to columns with leading 1 s , (and discard the rest) you get an independent set with the same span.

