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## Spanning, independent, neither or both?

When the set of vectors are column vectors, our calculations allow the following shortcut:

1. Write the column vectors as columns of a matrix.
2. Use EROs to bring that matrix to echelon form.
3. If, in that echelon form, there is a row of zeros, the set of vectors is not spanning, otherwise it is.
4. If, in that echelon form, there is a column without a leading 1 , the set of vectors is dependent, otherwise it is independent.

Example: Are the following vectors in $\mathbb{R}^{4}$ spanning? Are they independent?

$$
\left(\begin{array}{l}
2 \\
1 \\
3 \\
2
\end{array}\right),\left(\begin{array}{r}
2 \\
3 \\
-2 \\
0
\end{array}\right),\left(\begin{array}{l}
4 \\
0 \\
1 \\
1
\end{array}\right),\left(\begin{array}{r}
-2 \\
2 \\
1 \\
1
\end{array}\right)
$$

Solution: Collect them in a matrix and convert to echelon form.

Solution: Collect them in a matrix and convert to echelon form.

$$
\left(\begin{array}{rrrr}
2 & 2 & 4 & -2 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right) \xrightarrow{(1 / 2) R_{1}}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right)
$$

Solution: Collect them in a matrix and convert to echelon form.

$$
\begin{aligned}
\left(\begin{array}{rrrr}
2 & 2 & 4 & -2 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right) \xrightarrow{(1 / 2) R_{1}}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right) \\
\xrightarrow{3 \text { type III }}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 2 & -2 & 3 \\
0 & -5 & -5 & 4 \\
0 & -2 & -3 & 3
\end{array}\right) \xrightarrow{(1 / 2) R_{2}}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 1 & -1 & 3 / 2 \\
0 & -5 & -5 & 4 \\
0 & -2 & -3 & 3
\end{array}\right)
\end{aligned}
$$

Solution: Collect them in a matrix and convert to echelon form.

$$
\left.\left.\begin{array}{rl}
\left(\begin{array}{rrrr}
2 & 2 & 4 & -2 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right) \\
\xrightarrow{\text { 3 type III }}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 2 & -2 & 3 \\
0 & -5 & -5 & 4 \\
0 & -2 & -3 & 3
\end{array}\right) \xrightarrow{(1 / 2) R_{1}}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
1 & 3 & 0 & 2 \\
3 & -2 & 1 & 1 \\
2 & 0 & 1 & 1
\end{array}\right) \\
\xrightarrow{\text { 2 type III }}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 1 & -1 & 3 / 2 \\
0 & 0 & -10 & 23 / 2 \\
0 & 0 & -5 & 6
\end{array}\right) \xrightarrow{\text { 3 EROs }}\left(\begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 1 & -1 & 3 / 2 \\
0 & -5 & -5 & 4 \\
0 & -2 & -3 & 3
\end{array}\right) \\
\\
\\
0 & 1
\end{array} \right\rvert\, \begin{array}{rrrr}
1 & 1 & 2 & -1 \\
0 & 1 & -1 & 3 / 2 \\
0 & 0 & 1 & -23 / 20 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$
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Solution: Consider the equation

$$
\alpha_{1} A_{1}+\alpha_{2} A_{2}+\alpha_{3} A_{3}=B
$$

Where $B$ is any matrix in $V$. Computing the left hand side we get

$$
\left(\begin{array}{cc}
\alpha_{1}+2 \alpha_{2} & 3 \alpha_{1}+5 \alpha_{2}-\alpha_{3} \\
0 & 2 \alpha_{1}+\alpha_{2}-3 \alpha_{3}
\end{array}\right)=B
$$

For the spanning question we want to know if this has a solution for any choice of $B$ in $V$.
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\begin{aligned}
\alpha_{1}+2 \alpha_{2} & =a \\
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## An example in $\mathcal{P}_{3}$

Are the following ellements of $\mathcal{P}_{3}$ independent? Are they spanning?

$$
p_{1}(x)=x^{2}-2 x+1, p_{2}(x)=x-1, p_{3}(x)=1, p_{4}(x)=x^{2}+x
$$

Take linear combinations and equate to some polynomial:
$\alpha_{1} p_{1}(x)+\alpha_{2} p_{2}(x)+\alpha_{3} p_{3}(x)+\alpha_{4} p_{4}(x)=p(x):$

$$
\left(\alpha_{1}+\alpha_{4}\right) x^{2}+\left(-2 \alpha_{1}+\alpha_{2}+\alpha_{4}\right) x+\left(\alpha_{1}-\alpha_{2}+\alpha_{3}\right)=a x^{2}+b x+c
$$

Leading to a system of equations for the $\alpha_{j}$.

$$
\begin{aligned}
\alpha_{1}+\quad+\alpha_{4} & =a \\
-2 \alpha_{1}+\alpha_{2}+\quad+\alpha_{4} & =b \\
\alpha_{1}-\alpha_{2}+\alpha_{3} & =c
\end{aligned}
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\begin{aligned}
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\end{aligned}
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$$
\begin{aligned}
\alpha_{1}+\quad+\alpha_{4} & =a \\
-2 \alpha_{1}+\alpha_{2}+\quad+\alpha_{4} & =b \\
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\end{aligned}
$$

The system matrix and its echelon form is:

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
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$$

This set of polynomials spans $\mathcal{P}_{3}$ but is not independent.
Note that sometimes the matrix we need to process is square, sometimes (as in this case it is not).

$$
\begin{aligned}
\alpha_{1}+\quad+\alpha_{4} & =a \\
-2 \alpha_{1}+\alpha_{2}+\quad+\alpha_{4} & =b \\
\alpha_{1}-\alpha_{2}+\alpha_{3} & =c
\end{aligned}
$$

The system matrix and its echelon form is:

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
-2 & 1 & 0 & 1 \\
1 & -1 & 1 & 0
\end{array}\right) \xrightarrow{3 \text { EROs }}\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 3 \\
0 & 0 & 1 & 2
\end{array}\right)
$$

This set of polynomials spans $\mathcal{P}_{3}$ but is not independent.
Note that sometimes the matrix we need to process is square, sometimes (as in this case it is not). When it is square, say it is $n \times n$. Then either the relevant vectors are both independent and spanning or they are neither.
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If the matrix is not square, there are a couple of things we can always conclude just from its size.

This is because if there is a row of zeros there can be at most $n-1$ leading 1s (and so a column without a leading 1). And if there are fewer than $n$ leading 1 s , there must be a row with no leading 1 s , meaning there has to be a row of zeros.
The vectors are both independent and spanning if and only if that square matrix is invertible. Otherwise they are neither.
If the matrix is not square, there are a couple of things we can always conclude just from its size. If the matrix is wider than it is high, the vectors cannot be independent.

This is because if there is a row of zeros there can be at most $n-1$ leading 1s (and so a column without a leading 1). And if there are fewer than $n$ leading 1 s , there must be a row with no leading 1 s , meaning there has to be a row of zeros.
The vectors are both independent and spanning if and only if that square matrix is invertible. Otherwise they are neither.
If the matrix is not square, there are a couple of things we can always conclude just from its size. If the matrix is wider than it is high, the vectors cannot be independent. If the matrix is higher than it is wide, the vectors cannot be spanning.

