
Spans and Independence

D. H. Luecking

19 February 2024

1 / 1



If B = {v1,v2, . . . ,vn} is a set of vectors in a vector space V and
W = Span(B), we say B spans W .

Definition

If B is a set of vectors in a vector space V we say that B is spanning if
Span(B) = V .

Note that whether B is or is not spanning depends on what the containing
vector space is.

Example: The polynomials 1, x, x2 span P3 but they do not span P4.

Definition

In Rn, for 1 ≤ j ≤ n, we let ej be the vector that has a 1 in position j
and zeros in every other position.
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In R3, the set e1, e2, e3 is spanning. To see this

α2e1 + α2e2 + α3e3 = α2


1
0
0

+ α2


0
1
0

+ α3


0
0
1

 =


α1

α2

α3



If we omit even one vector, say e2, then the set would no longer be
spanning: Every vector in Span(e1, e3) would have a zero in position 2.
There is nothing special about R3. In Rn, the set e1, e2, . . . en is spanning.

We will consider two problems connected with spanning:

1. Given a set of vectors v1, . . . ,vn in V , how can we determine
whether it is spanning?

2. If it is not spanning, how can we decide if some vector w belongs to
the span?
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Actually, the second of these is in some ways the easiest:
Example:

Is


2

−1
5

 in the span of


1
4
0

 ,


2

−1
3

 ,


−1
5

−3

?

Answering this is equivalent to the following: Are there any scalars
x1, x2, x3 such that

x1


1
4
0

+ x2


2

−1
3

+ x3


−1
5

−3

 =


2

−1
5


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The equation on the last slide is the same as
x1 + 2x2 − x3

4x1 − x2 + 5x3
3x2 − 3x3

 =


2

−1
5



Equating corresponding positions we get a system of equations whose
augmented matrix is

1 2 −1 2
4 −1 5 −1
0 3 −3 5

 3 EROs−−−−→


1 2 −1 2
0 1 −1 1
0 0 0 2


The last row tells us that there are no solutions and so (2,−1, 5)T is not
in the span of those three vectors.
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One might now ask exactly what vectors belong to the span of our
example set? That can be answered by putting unknowns on the right
sides and trying to solve it anyway:

1 2 −1 b1
4 −1 5 b2
0 3 −3 b3

 R2−4R1−−−−−→


1 2 −1 b1
0 −9 9 b2 − 4b1
0 3 −3 b3


(−1/9)R2−−−−−−→


1 2 −1 b1
0 1 −1 −b2/9 + 4b1/9
0 3 −3 b3


R3−3R2−−−−−→


1 2 −1 b1
0 1 −1 −b2/9 + 4b1/9
0 0 0 b3 + b2/3− 4b1/3



So (b1, b2, b3)
T is in the span if and only if b3 + b2/3− 4b1/3 = 0. That

means that some vectors are not in the span and so the set is not spanning.
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Note that the real problem is the row of zeros.

If all we want to know is if
the vectors are spanning, we convert the question to a system of equations
and row-reduce the system matrix. If the echelon form has a row of zeros,
the vectors were not spanning.

Example 1: Do the following vectors span R3
1
2
3

 ,


1

−3
2

 ,


2

−1
5

 ,


0
5
1


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Solution: a linear combination of these equated to any vector produces the
following system matrix:

1 1 2 0
2 −3 −1 5
3 2 5 1

 R2−2R1−−−−−→
R3−3R1


1 1 2 0
0 −5 −5 5
0 −1 −1 1


−(1/5)R2−−−−−−→


1 1 2 0
0 1 1 −1
0 −1 −1 1

 R3+R2−−−−→


1 1 2 0
0 1 1 −1
0 0 0 0



They do not span R3.
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Example 2: Do the following matrices span R2×2? 1 2
0 1

 ,

 0 2
−1 1

 ,

 1 −1
−1 1


Consider the equation

x1

 1 2
0 1

+ x2

 0 2
−1 1

+ x3

 1 −1
−1 1

 =

 b11 b12
b21 b22


Or

 x1 + x3 2x1 + 2x2 − x3
−x2 − x3 x1 + x2 + x3

 =

 b11 b12
b21 b22


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That last equation boils down to 4 equations with the following system
matrix 

1 0 1
2 2 −1
0 −1 −1
1 1 1

 7 EROs−−−−→


1 0 1
0 1 0
0 0 1
0 0 0



They do not span R2×2
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Independence

Lets go back to this example:

v1 =


1
4
0

 ,v2 =


2

−1
3

 ,v3 =


−1
5

−3

 .

Part of the reason this is not spanning in R3 is that the vector v3 is
redundant.

Since v3 = v1 − v2, any linear combination of v1,v2,v3 can
be converted to a linear combination of only v1,v2. That is,
Span(v1,v2) = Span(v1,v2,v3). We can then argue that the span
cannot be all of R3 because 2 vectors can only fill out a plane (see the
picture on page 126).

When one or more vectors in a set are linear combinations of the other
vectors, we say the set is linearly dependent. Working out which vector
depends on the others can be tricky and is often not necessary. Therefore,
we adopt the following definition.
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Definition

A set of vectors v1,v2, . . . ,vn is said to be linearly dependent if there
exists scalars α1, α2, . . . , αn, not all of which are zero, such that

α1v1 + α2v2 + · · ·+ αnvn = 0.

If the set is not linearly dependent, it is called linearly independent.

We call the linear combination where all the scalars are 0 the trivial linear
combinatiion. So we can say a set of vectors is linearly independent if the
only linear combination that produces 0 is the trivial one.

In our earlier example we had v3 = v1 − v2 so that v1 − v2 − v3 = 0.
This is a nontrivial linear combination equal to 0 and so the vectors are
dependent.

Determining whether a set of vectors is independent or dependent again
amounts to a system of equations. But this time, it is not whether the
system has a solution, but whether it has a nontrivial solution.
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Consider:
α1v1 + α2v2 + · · ·+ αnvn = 0

If we think of the αj as variables, we are asking if this system of equations
has a solution other than α1 = 0, α2 = 0, . . . , αn = 0.

Example:
Are the following vectors independent?

w1 =
 1 3 5

 ,w2 =
 1 0 2

 ,w3 =
 1 2 3


Here the equation

α1w1 + α2w2 + α3w3 = 0

becomes the system

α1 + α2 + α3 = 0

3α1 + 2α3 = 0

5α1 + 2α2 + 3α3 = 0
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The augmented matrix is
1 1 1 0
3 0 2 0
5 2 3 0

 R2−3R1−−−−−→
R3−5R1

And we row reduce it:
1 1 1 0
0 −3 −1 0
0 −3 −2 0

 (−1/3)R2−−−−−−→


1 1 1 0
0 1 1/3 0
0 −3 −2 0


R3+3R2−−−−−→


1 1 1 0
0 1 1/3 0
0 0 −1 0

 (−1)R3−−−−→


1 1 1 0
0 1 1/3 0
0 0 1 0


Conclusion: The only solution is the trivial one α1 = 0, α2 = 0, α3 = 0, so
the original set of vectors is independent.
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Note that the augmented column is all zeros, and that never changes
throughout the solution process, so it is not actually necessary to keep it.

When the set of vectors are column vectors, our calculations allow the
following shortcut:

1. Write the column vectors as columns of a matrix.

2. Use EROs to bring that matrix to echelon form.

3. If, in that echelon form, there is a row of zeros, the set of vectors is
not spanning, otherwise it is.

4. If, in that echelon form, there is a column without a leading 1, the set
of vectors is dependent, otherwise it is independent.
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