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For example, to add two displacements we can simply lay out the two displacements and perform physical measurements. Or we can produce an accurate drawing and construct the 3rd side of the triangle. Or we can convert each displacement to a triple of numbers and add the two column vectors.
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Given all these different things: physical quantities, arrows, column matrices, what makes it reasonable to call them all vectors?

- There are well-define ways to convert from one to to another.
- They all satisfy a common set of properties.
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The set $\{\mathbf{0}\}$, in any vector space, is a vector space. To prove this we would have to show that $\alpha \mathbf{0}=\mathbf{0}$. This seems obvious, but since it is stated for all vector spaces, and it is not one of the conditions, it needs a proof:

$$
\alpha \mathbf{0}=\alpha \mathbf{0}+\alpha \mathbf{0}-\alpha \mathbf{0}=\alpha(\mathbf{0}+\mathbf{0})-\alpha \mathbf{0}=\alpha \mathbf{0}-\alpha \mathbf{0}=\mathbf{0}
$$

