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$$
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For a $1 \times 1$ matrix define: if $A=\left(a_{11}\right)$ then $\operatorname{det}(A)=a_{11}$. For a $2 \times 2$ matrix define:

$$
\text { if } A=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) \text { then } \operatorname{det}(A)=a_{11} a_{22}-a_{21} a_{12}
$$

## Minors

If $A$ is an $n \times n$ matrix, the $(n-1) \times(n-1)$ matrix obtained by deleting row $i$ and column $j$ from $A$ will be denoted $M_{i j}$. This is called the $i j$-minor of $A$. For example, if
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## Theorem

The calculation of $\operatorname{det}(A)$ can be obtained by using any row of $A$, that is,

$$
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## The effect of elementary row operations

One way to calculate $\operatorname{det}(A)$ is to reduce it to a triangular matrix using EROs. This works as long as we keep track of how these EROs change the determinant.

1. Type I: If two rows of $A$ are exchanged, then the determinant changes sign.
2. Type II: If a row of $A$ is multiplied by $\alpha$ then the determinant of the new matrix is $\alpha \operatorname{det}(A)$.

A matrix $A$ is upper triangular if every entry below the diagonal from $a_{11}$ to $a_{n n}$ is zero. That is, $a_{i j}=0$ for every entry with $i>j$. A matrix is lower triangular if $a_{i j}=0$ for every entry with $i<j$.
If $A$ is triangular (either upper or lower) then its determinant is the product of the diagonal entries: $a_{11} a_{22} \cdots a_{n n}$.

## The effect of elementary row operations

One way to calculate $\operatorname{det}(A)$ is to reduce it to a triangular matrix using EROs. This works as long as we keep track of how these EROs change the determinant.

1. Type I: If two rows of $A$ are exchanged, then the determinant changes sign.
2. Type II: If a row of $A$ is multiplied by $\alpha$ then the determinant of the new matrix is $\alpha \operatorname{det}(A)$.
3. Type III: If a row is changed by adding to it a multiple of another row, the determinant is not changed.

Using EROs to calculate $\operatorname{det}(A)$ :

$$
\left|\begin{array}{rrr}
2 & 2 & 4 \\
0 & 5 & -3 \\
2 & -1 & 4
\end{array}\right|=2\left|\begin{array}{rrr}
1 & 1 & 2 \\
0 & 5 & -3 \\
2 & -1 & 4
\end{array}\right|=2\left|\begin{array}{rrr}
1 & 1 & 2 \\
0 & 5 & -3 \\
0 & -3 & 0
\end{array}\right|
$$
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Continuing
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\end{array}\right|=-18
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Because we can calculate determinants using cofactors along a column, it follows that if any column is all 0 's then the determinant is 0 . It also follows we get the same behavior under elementary column operations as we have under EROs. And if one column is a scalar multiple of another column, then the determinant is 0 .

From this, it can be proved that the transpose of $A$ has the same determinant as $A: \operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.
If a matrix has one row that is a multiple of another row then its determinant is zero: one type III ERO will turn it into a matrix with a row of zeros.

Because we can calculate determinants using cofactors along a column, it follows that if any column is all 0 's then the determinant is 0 . It also follows we get the same behavior under elementary column operations as we have under EROs. And if one column is a scalar multiple of another column, then the determinant is 0 .
If a matrix has the form $A=\left(\begin{array}{cc}A_{11} & A_{12} \\ \mathcal{O} & A_{22}\end{array}\right)$ or the form
$A=\left(\begin{array}{cc}A_{11} & \mathcal{O} \\ A_{21} & A_{22}\end{array}\right)$ then $\operatorname{det}(A)=\operatorname{det}\left(A_{11}\right) \operatorname{det}\left(A_{22}\right)$. Of course, this
requires $A_{11}$ and $A_{22}$ to be square matrices.

