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## Definition

For a square matrix $A$ we let $A^{0}=I$ where $I$ is the identity matrix (same size as $A$ ). If $A$ is invertible and $n>0, A^{-n}=\left(A^{-1}\right)^{n}$.

We have the following properties for any invertible matrix $A$ :

1. For any integers $k$ and $m$ (positive negative or zero) $A^{k} A^{m}=A^{k+m}$.
2. For any integers $k$ and $m$ (positive negative or zero) $\left(A^{k}\right)^{m}=A^{k m}$. In particular, if $m=-1$ we get $\left(A^{k}\right)^{-1}=A^{-k}$.
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$$
\text { Let } A=\left(\begin{array}{ll}
0.7 & 0.2 \\
0.3 & 0.8
\end{array}\right) \text { and suppose }\binom{x_{0}}{y_{0}}=\binom{8000}{2000}
$$

Then the numbers next year will be

$$
A\binom{8000}{2000}=\binom{6000}{4000}
$$
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And then after 2 and 3 years the numbers will be
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A^{2}\binom{8000}{2000}=\binom{5000}{5000} \text { and } A^{3}\binom{8000}{2000}=\binom{4500}{5500}
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We will see much later that

$$
A^{n}\binom{8000}{2000} \text { approaches }\binom{4000}{6000}
$$
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For example,
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Where $C_{i j}$ are matrices. Note that matrices in a given row must be the same height and matrices in a given column must be the same width.
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We have already mentioned this when we talked about finding inverses:

$$
M(A \mid I)=(M A \mid M I)
$$

There is a similar process that works with partitions into rows:

$$
\left(\begin{array}{c}
\overrightarrow{\mathbf{a}}_{1} \\
\overrightarrow{\mathbf{a}}_{2} \\
\vdots \\
\overrightarrow{\mathbf{a}}_{n}
\end{array}\right) B=\left(\begin{array}{c}
\overrightarrow{\mathbf{a}}_{1} B \\
\overrightarrow{\mathbf{a}}_{2} B \\
\vdots \\
\overrightarrow{\mathbf{a}}_{n} B
\end{array}\right)
$$
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And we also don't need the parts to be rows: if $A_{j}$ are matrices with same width then

$$
\left(\begin{array}{c}
A_{1} \\
A_{2} \\
\vdots \\
A_{n}
\end{array}\right) B=\left(\begin{array}{c}
A_{1} B \\
A_{2} B \\
\vdots \\
A_{n} B
\end{array}\right)
$$
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We also have formulas in which both $A$ and $B$ can be partitioned. The most common example is where $A$ is partitioned into its columns and $B$ into rows:

$$
A B=\left(\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{k}
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\overrightarrow{\mathbf{b}}_{1} \\
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This is called the outer product expansion of $A B$. All the terms in the sum are outer products.

Again, we don't need rows and columns.

Again, we don't need rows and columns. If $A_{j}$ and $B_{j}$ are matrices where all $A_{j}$ have the same height, all $B_{j}$ have the same width and the width of each $A_{j}$ is the same as the height of the corresponding $B_{j}$,
then

$$
\left(\begin{array}{cccc}
A_{1} & A_{2} & \cdots & A_{k}
\end{array}\right)\left(\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots \\
B_{k}
\end{array}\right)=\sum_{j=1}^{k} A_{j} B_{j}
$$

Finally, to give an inkling how far we can take this

$$
\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right)=\left(\begin{array}{ll}
A_{11} B_{11}+A_{12} B_{21} & A_{11} B_{12}+A_{12} B_{22} \\
A_{21} B_{11}+A_{22} B_{21} & A_{21} B_{12}+A_{22} B_{22}
\end{array}\right)
$$

provided the sizes are such that all the products can be performed and all the rows and columns line up.

