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## Solving multiple systems

Suppose we have two systems with same left sides but different right sides, such as

$$
\begin{aligned}
x_{1}+2 x_{2} & =3 \\
2 x_{1}+5 x_{2} & =4
\end{aligned} \quad \text { and } \quad \begin{array}{r}
x_{1}+2 x_{2}
\end{array}=1
$$
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We could solve these separately, but we can also solve then at the same time using a doubly augmented matrix:

$$
\begin{aligned}
\left(\begin{array}{ll|ll}
1 & 2 & 3 & 1 \\
2 & 5 & 4 & 0
\end{array}\right) & \xrightarrow{R_{2}-2 R_{1}}\left(\begin{array}{ll|rr}
1 & 2 & 3 & 1 \\
0 & 1 & -2 & -2
\end{array}\right) \\
& \xrightarrow{R_{1}-2 R_{2}}\left(\begin{array}{ll|rr}
1 & 0 & 7 & 5 \\
0 & 1 & -2 & -2
\end{array}\right)
\end{aligned}
$$
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The first augmented column deals with the first system and the reduced echelon form above tells us that its solution is $(7,-2)$.
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The first augmented column deals with the first system and the reduced echelon form above tells us that its solution is $(7,-2)$. The second augmented column relates to the second system and gives the solution $(5,-2)$.
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$$
\text { Solve: } \quad\left(\begin{array}{rrr}
1 & 2 & 3 \\
1 & 3 & -2 \\
2 & 4 & 8
\end{array}\right) X=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

This observation allows us to solve matrix equations: For example, suppose $A$ and $B$ are matrices and we need to solve for a matrix $X$ that satisfies $A X=B$. Then each column of $A X$ must equal the corresponding column of $B$, that is, $A \mathbf{x}_{j}=\mathbf{b}_{j}$. These correspond to systems of equations with the same system matrix but different right sides. As before, we can augment the system matrix with all the different right sides to obtain a matrix of the form $(A \mid B)$. We can then perform our EROs to solve for all the columns of $X$. Example:

$$
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Start with the triply-augmented matrix $(A \mid I)$ and begin applying EROs:

$$
\left(\begin{array}{rrr|rrr}
1 & 2 & 3 & 1 & 0 & 0 \\
1 & 3 & -2 & 0 & 1 & 0 \\
2 & 4 & 8 & 0 & 0 & 1
\end{array}\right) \xrightarrow[R_{3}-2 R_{1}]{R_{2}-R_{1}}\left(\begin{array}{rrr|rrr}
1 & 2 & 3 & 1 & 0 & 0 \\
0 & 1 & -5 & -1 & 1 & 0 \\
0 & 0 & 2 & -2 & 0 & 1
\end{array}\right)
$$

Now take $1 / 2$ times row 3 and continue

$$
\left(\begin{array}{rrr|rrr}
1 & 2 & 3 & 1 & 0 & 0 \\
0 & 1 & -5 & -1 & 1 & 0 \\
0 & 0 & 1 & -1 & 0 & 1 / 2
\end{array}\right) \xrightarrow[R_{1}-3 R_{3}]{R_{2}+5 R_{3}}\left(\begin{array}{lll|rrr}
1 & 2 & 0 & 4 & 0 & -3 / 2 \\
0 & 1 & 0 & -6 & 1 & 5 / 2 \\
0 & 0 & 1 & -1 & 0 & 1 / 2
\end{array}\right)
$$
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Finally,

$$
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0 & 1 & 0 & -6 & 1 & 5 / 2 \\
0 & 0 & 1 & -1 & 0 & 1 / 2
\end{array}\right)
$$
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$$
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\end{array}\right)
$$

This tells us that the columns of $X$ are

$$
\left(\begin{array}{r}
16 \\
-6 \\
-1
\end{array}\right),\left(\begin{array}{r}
-2 \\
1 \\
0
\end{array}\right) \text { and }\left(\begin{array}{r}
-13 / 2 \\
5 / 2 \\
1 / 2
\end{array}\right) \text { so } X=\left(\begin{array}{rrr}
16 & -2 & -13 / 2 \\
-6 & 1 & 5 / 2 \\
-1 & 0 & 1 / 2
\end{array}\right)
$$
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If it turns out that you cannot get the identity in the left half (i.e., one of the columns does not have a leading 1 ), then $A$ is not invertible.

## Definition

If a matrix $E$ can be formed by applying one ERO to $I$, we call $E$ and elementary matrix.

## Definition

If a matrix $E$ can be formed by applying one $\operatorname{ERO}$ to $I$, we call $E$ and elementary matrix.

Examples

$$
E_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), E_{2}=\left(\begin{array}{lll}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), E_{3}=\left(\begin{array}{rrr}
1 & -3 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

## Definition

If a matrix $E$ can be formed by applying one $\operatorname{ERO}$ to $I$, we call $E$ and elementary matrix.

Examples

$$
E_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), E_{2}=\left(\begin{array}{lll}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), E_{3}=\left(\begin{array}{rrr}
1 & -3 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

## Theorem

If $A$ is any matrix and $E$ is an elementary matrix, then $E A$ is the result of applying the corresponding ERO to $A$.

## Definition

If a matrix $E$ can be formed by applying one ERO to $I$, we call $E$ and elementary matrix.

Examples

$$
E_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), E_{2}=\left(\begin{array}{lll}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), E_{3}=\left(\begin{array}{rrr}
1 & -3 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

## Theorem

If $A$ is any matrix and $E$ is an elementary matrix, then $E A$ is the result of applying the corresponding ERO to $A$.

Example, using $E_{3}$ from above

$$
E_{3}\left(\begin{array}{lll}
1 & 3 & 2 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{rrr}
1 & 0 & -1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$
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For theoretical purposes we can always represent the Gauss-Jordan process as a sequence of multiplications by elementary matrices. For example, if three EROs can turn $A$ into the identity, and if $E_{1}, E_{2}$ and $E_{3}$ are the corresponding elementary matrices, then $A$ is invertible and

$$
E_{3}\left(E_{2}\left(E_{1} A\right)\right)=I \text { means }\left(E_{3} E_{2} E_{1}\right) A=I, \text { so } A^{-1}=E_{3} E_{2} E_{1}
$$

From $A^{-1}=E_{3} E_{2} E_{1}$ we also get
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A=\left(A^{-1}\right)^{-1}=\left(E_{3} E_{2} E_{1}\right)^{-1}=E_{1}^{-1} E_{2}^{-1} E_{3}^{-1}
$$
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Row-equivalent means we can get $B$ from $A$ by a sequence of EROs. But that is the same as multiplying $A$ by a product of elementary matrices.
That product is the invertible matrix $M$.
We can represent the process of finding the inverse as follows

$$
E_{m} \cdots E_{2} E_{1}(A \mid I)=\left(I \mid A^{-1}\right)
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That product is the invertible matrix $M$.
We can represent the process of finding the inverse as follows

$$
E_{m} \cdots E_{2} E_{1}(A \mid I)=\left(I \mid A^{-1}\right)
$$

If we let $M=E_{m} \cdots E_{2} E_{1}$ then this is the same as

$$
M(A \mid I)=(M A \mid M I)=(I \mid M)
$$

This last formula says two things: one is that $M A=I$, but also it says that $M$ is the solution of $A X=I$ and so $A M=I$. Thus we really do get the inverse because we get $I$ with either order of multiplication.
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This last formula says two things: one is that $M A=I$, but also it says that $M$ is the solution of $A X=I$ and so $A M=I$. Thus we really do get the inverse because we get $I$ with either order of multiplication.
Let's summarize some of the things we have learned into a theorem:
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For a square matrix $A$, the following are equivalent.

1. $A$ is invertible.
2. $A$ is row-equivalent to $I$.
3. $A \mathbf{x}=\mathbf{b}$ has a solution for any choice of $\mathbf{b}$.
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Moreover, in this case $A \mathbf{x}=\mathbf{b}$ always has a unique solution $\mathbf{x}=A^{-1} \mathbf{b}$.

